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Variations in the Sun’s Meridional
Flow over a Solar Cycle
David H. Hathaway1* and Lisa Rightmire2

The Sun’s meridional flow is an axisymmetric flow that is generally directed from its equator toward
its poles at the surface. The structure and strength of the meridional flow determine both the
strength of the Sun’s polar magnetic field and the intensity of sunspot cycles. We determine the
meridional flow speed of magnetic features on the Sun using data from the Solar and Heliospheric
Observatory. The average flow is poleward at all latitudes up to 75°, which suggests that it extends
to the poles. It was faster at sunspot cycle minimum than at maximum and substantially faster on
the approach to the current minimum than it was at the last solar minimum. This result may help to
explain why this solar activity minimum is so peculiar.

The Sun’s meridional flow has been dif-
ficult to measure (1). Its amplitude (10 to
20 m s−1) is more than an order of mag-

nitude weaker than that of the other major
flows on the surface of the Sun (granulation
~3000 m s−1, supergranulation ~300 m s−1, and
differential rotation ~170 m s−1). In the past, this
has led to reports of vastly different flow speeds
and directions (2–5). Despite its weakness, the
meridional flow plays a key role in the magnetic
evolution of the Sun’s surface. It transports mag-
netic elements that, when carried to the poles,
reverse the magnetic polarity of the poles and
build up polar fields of opposite polarity after
each sunspot cycle maximum. Models of this
magnetic flux transport process (6–8) have em-
ployed a variety of substantially different flow
profiles. The fidelity of these flux transport mod-
els is important because they are used in climate
change studies (9, 10) to estimate the total ir-
radiance of the Sun over the past century. The
meridional flow is also key to flux transport dy-
namo models that have been used to predict the
amplitude of Solar Cycle 24 (11, 12). An obvious
conflict between the surface flux transport mod-
els (6–10) and the flux transport dynamo models
(11, 12) is found in their sensitivity to the strength

of the meridional flow. A stronger meridional
flow produces weaker polar fields in the surface
flux transport models, whereas the same flow
produces stronger polar fields (and shorter sunspot
cycles) in the flux transport dynamos. Solar
Cycle 23 (1996 to 2008) provides an interesting
problem for all of these models. The strength of
the polar fields produced after cycle maximum in
2000–2001 was only about half that seen in the
previous three solar cycles (13). Furthermore,
cycle 24 started much later than average. The late
start for cycle 24 has left behind a long quiet
minimum unlike any in the past 100 years.

We measured the Sun’s meridional flow to
determine its variability over Solar Cycle 23 by
following the motions of the small magnetic
elements that populate the entire surface of the

Sun. These are precisely the elements whose
motions are modeled in both the surface flux
transport models and the flux transport dynamo
models. Motions of sunspots, and even the plas-
ma at the surface, are known to differ from those
of the small magnetic elements (1–5). The data
we used have been acquired by the Michelson
Doppler Imager (MDI) on the European Space
Agency (ESA)/National Aeronautics and Space
Administration (NASA) Solar and Heliospheric
Observatory (SOHO). MDI produces images of
the line-of-sight magnetic field across the visible
solar disc every 96 min. This is done by measur-
ing differences in circular polarization on either
side of a spectral absorption line caused by traces
of nickel in the Sun’s atmosphere (14). We
measured the displacement of the magnetic
elements by comparing their positions at 8-hour
(5-image) intervals fromMay 1996 to June 2009.
The 1024-by-1024 pixel magnetic images were
mapped onto a 1024-by-1024 grid in heliographic
latitude and longitude from the central meridian.
This mapping accounts for changes in the position
angle of the Sun’s rotation axis relative to the
spacecraft’s vertical axis, changes in the tilt angle
of the Sun’s rotation axis toward or away from the
spacecraft, and changes in perspective at different
distances from the Sun. Because sunspots have
very different proper motions (4) and produce
localized outflows (15), we removed sunspots and
their immediate surroundings by masking all
pixels with measured absolute field strengths
greater than 500 Gauss and all contiguous pixels
of the same polarity with absolute field strengths
above 100 Gauss. Displacements in longitude and

1NASA Marshall Space Flight Center, Huntsville, AL 35812,
USA. 2University of Memphis, Memphis, TN 38152, USA.

*To whom correspondence should be addressed. E-mail:
david.hathaway@nasa.gov

Fig. 1. Magnetic elementmotion. A
pair of masked magnetic maps from
5 June 2001 that were obtained 8
hours apart are shown here with blue
representing negative magnetic po-
larity and yellow representing posi-
tive magnetic polarity. The tick
marks around the borders are at
15° intervals in latitude and in
longitude from the central meridian.
The masked-out sunspot areas are
evident as white patches. The stron-
gest correlation for the outlined strip
of pixels in the earlier map (left) is calculated to occur for a shift of 23.7 pixels in longitude and 0.4 pixels in
latitude for a similar strip in the later map (right).

-100 Gauss +100
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latitude were determined for strips (11 pixels high
in latitude and 600 pixels long in longitude) by
finding themaximum in the cross-correlationwith
similar strips from the magnetic image acquired 8
hours later (Fig. 1). These calculations were done
at 860 latitude positions between T75° for more
than 60,000 image pairs. The meridional flow
velocities from these measurements were aver-
aged over individual 27-day rotations of the Sun
to extract the axisymmetric signals for each of
167 rotations in the time interval.

TheMDI instrument has several known imag-
ing problems (16). Our own measurements were
most sensitive to the misalignment of the instru-
ment with respect to the star trackers. A small
misalignment rotates the 2000m s−1 solar rotation
signal into an apparent meridional flow from one
hemisphere to the other. Although north-south
asymmetries in solar activity do frequently occur,
they are usually highly variable and never persist
for very long (17). We found that a position angle
correction of 0.21° counterclockwise [consistent
with previous estimates (16)] minimized this

signal but left a weak trend (from 0.7 m s−1

south-to-north in 1996 to 0.7 m s−1 north-to-south
in 2009). This correction also revealed a signifi-
cant annual variation (Fig. 2). We attribute this
variation to a 0.08° decrease in the accepted tilt of
the Sun’s equatorial plane relative to the plane of
Earth’s orbit. This was indicated in a previous
study (18) based on data from 1996 to 2001 but
has not been adopted by the community.

We have constructed the average meridional
flow profile (Fig. 3) from those obtained for the
individual solar rotations after removing the cross-
equatorial signal caused by the annual variation
in the error in the tilt angle of the Sun’s equatorial
plane. This average profile is slightly asym-
metric, with a peak velocity of about 12 m s−1 in
the south and 10 m s−1 in the north. The average
meridional flow is still poleward at 75° latitude in
each hemisphere. This observed profile differs
substantially at some latitudes when compared
with profiles used in surface flux transport
models (6–10). These discrepancies, if they exist,
represent a challenge for understanding the

meridional flow and its effect on the polar fields.
An earlier study of the magnetic element motions
(5) andmeasurements with helioseismic methods
(19–21) had suggested this poleward extension,
but all of those measurements were confined to
latitudes below 60°. Our measurements show
that the meridional flow extends well beyond 75°
latitude in each hemisphere.

We fit the individual meridional flow profiles
with associated Legendre polynomials (1) to
extract the flow components. By far, the dominant
component is that associated with P2

1(q) =
2sinqcosq, where q is the colatitude measured
southward from the north pole. The amplitude of
this component (Fig. 4) is well determined for
each solar rotation and shows a systematic
variation over the solar cycle—fast flow at
minimum and slow flow at maximum. The flow
speed was 11.5 m s−1 at Cycle 23 minimum in
1996–1997. It dropped to 8.5 m s−1 at Cycle 23
maximum in 2000–2001 and then increased to
13.0 m s−1 in 2004 and has maintained that speed.
The slowing of the meridional flow from mini-
mum to maximum seems to be a regular occur-
rence. This was seen in previous solar cycles (5),
but with less certainty and poorer time resolution.
The variations seen from 1996 to 2009 also
indicate a difference between Cycle 23 minimum
(1996–1997) and Cycle 24 minimum (2008–
2009)—the meridional flow has been substantial-
ly faster since 2004 than it was during the Cycle
23 minimum. This is consistent with the observed
weaker polar fields (13) in the surface flux trans-
port models (6–10) but leads to conflicts with the
flux transport dynamos (11, 12). This fast me-
ridional flow should produce stronger polar fields
and a short cycle in the flux transport dynamo
models, whereas the observations indicate weak
polar fields and a long solar cycle.

The source of the disagreement between the
surface flux transport models (6–10) and the flux
transport dynamo models (11, 12) can be seen in
the latitudinal distribution of magnetic polarities
in these models. The dynamo models have fields
of one polarity centered on the sunspot latitudes,
whereas the surface models have bands of
opposite magnetic polarity on either side of the
sunspot latitudes, as is observed. A fast meridi-
onal flow in the dynamo models carries elements
of only one polarity to the poles. This rapidly
erodes the old polar fields and produces strong
polar fields of the opposite polarity. A fast me-
ridional flow in the surface models inhibits op-
posite polarities from canceling each other across
the equator and carries elements of both polarities
to the poles (with a slight excess of elements with
the polarity of the poleward side of the sunspot
latitudes). This requires a longer time to reverse
the old polar fields and builds up weaker polar
fields of the opposite polarity. The variations we
observe in the strength of the poleward meridi-
onal flow help the surface flux transport models
explain (22, 23) the production of weaker polar
fields (13) and this long quiet minimum based on
the faster meridional flow found after 2004.

Fig. 2. Annual variation in the
cross-equatorial flow. The measured
cross-equatorial flow component for
each of 167 rotations of the Sun is
shown by the filled circles with 2s
error bars. The signal is well fit (red
line), with an annual variation
produced by a 0.08° decrease in
the accepted tilt of the Sun’s equato-
rial plane to the plane of the Earth’s
orbit. Using the accepted value of
7.25° projects the Sun’s rotational
velocity into a south-to-north flow in
the spring and a north-to-south flow in the fall.
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Fig. 3. The averagemeridional flow
profile from 167 rotations of the Sun
betweenMay 1996 and June 2009 is
shown with the thick line for 860
latitude positions between T75°. The
2s error range is indicated by the
thin lines.
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Fig. 4. Meridional flow amplitude
variation from May 1996 to June
2009. The amplitude of the primary
component of the meridional flow is
plotted as dots with 2s error bars for
each solar rotation. The dots are
connected except across the SOHO
“summer vacation” in 1998. The
scaled (by 1/20) smoothed sunspot
number is shown in red to indicate
the phases of the solar activity cycle. 1995 2000 2005 2010
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Cavity Quantum Electrodynamics with
Anderson-Localized Modes
Luca Sapienza,* Henri Thyrrestrup, Søren Stobbe, Pedro David Garcia,
Stephan Smolka, Peter Lodahl*

A major challenge in quantum optics and quantum information technology is to enhance the
interaction between single photons and single quantum emitters. This requires highly engineered
optical cavities that are inherently sensitive to fabrication imperfections. We have demonstrated a
fundamentally different approach in which disorder is used as a resource rather than a nuisance.
We generated strongly confined Anderson-localized cavity modes by deliberately adding disorder
to photonic crystal waveguides. The emission rate of a semiconductor quantum dot embedded in
the waveguide was enhanced by a factor of 15 on resonance with the Anderson-localized mode,
and 94% of the emitted single photons coupled to the mode. Disordered photonic media thus
provide an efficient platform for quantum electrodynamics, offering an approach to inherently
disorder-robust quantum information devices.

The interaction between a single photon
and a single quantized emitter is the core
of cavity quantum electrodynamics (QED)

and constitutes a node in a quantum information
network (1, 2). So far, cavity QED experiments
have been realized with a wide range of two-level
systems, including atoms (3), ions (4), Cooper-pair
boxes (5), and semiconductor quantum dots (6–8)
coupled to photons confined in a cavity. A com-
mon requirement for all these implementations is
highly engineered cavities, in some cases requir-
ing nanometer-scale accuracy (9). Surprisingly,
multiple scattering of photons in disordered di-
electric structures offers an alternative route to light
confinement. If the scattering is very pronounced,
Anderson-localized modes form spontaneously.
Anderson localization (10) is a multiple-scattering
wave phenomenon that has been observed for,
e.g., light (11), acoustic waves (12), and atomic
Bose-Einstein condensates (13). We have dem-
onstrated cavity QED with Anderson-localized
modes by efficiently coupling a single quantum
dot (QD) to a disorder-induced cavity mode (14)
in a photonic crystal waveguide.

Photonic crystals are composite nanostruc-
tures in which a periodic modulation of the refrac-
tive index forms a photonic band gap of frequencies
where light propagation is fully suppressed. By
deliberately introducing a missing row of holes
in a two-dimensional photonic crystal membrane,
the periodicity is broken locally and light is guided
(Fig. 1A). Such photonic crystal waveguides are
strongly dispersive, i.e., light propagation depends
sensitively on the optical frequency and can be
slowed down. Engineering the photonic crystal
waveguide enables the enhancement of light-matter
interaction, which is required for high-efficiency
single-photon sources (15) for quantum informa-
tion technology (1, 16). In the slow-light regime
of photonic crystal waveguides, light propagation
is very sensitive to unavoidable structural im-
perfections (17, 18) and multiple-scattering
events randomize propagation (19). Although
multiple scattering is commonly considered a
nuisance for a device, leading to optical losses,
here the influence of wave interference in mul-
tiple scattering stops light propagation and forms
strongly confined Anderson-localized modes
(10) (Fig. 1B). Anderson-localized modes in a
photonic crystal waveguide appear as a result
of the primarily one-dimensional nature of the
propagation of light provided that the localiza-
tion length is shorter than the length of the wave-
guide (20).

We deliberately created Anderson-localized
modes by fabricating photonic crystal waveguides
with a lithographically controlled amount of dis-
order (Fig. 1B). The hole positions in three rows
above and below the waveguide were randomly
perturbed with a standard deviation varying be-
tween 0 and 6% of the lattice parameter. We
investigated the Anderson-localized modes by
recording QD photoluminescence spectra under
high-excitation power where the feeding from
multiple QDs makes Anderson-localized modes
appear as sharp spectral resonances (Fig. 1C).
The observation of spectrally separated random
resonances is a signature of Anderson localiza-
tion of light (14), while the detailed statistics of
the intensity fluctuations unambiguously verifies
localization even in the presence of absorption
(21). Figure 1D shows the intensity distribution
from spectra recorded at different spatial and
spectral positions, which allow us to average over
different realizations of disorder. Clear deviations
from the Rayleigh distribution predicted for non-
localized waves are observed. Light is localized if
the variance of the normalized intensity fluctua-
tions exceeds the critical value of 7/3 (21), and we
extract a variance of 5.3, which proves Anderson
localization.

Examples of Anderson-localized modes are
shown in Fig. 2 as peaks appearing at random
spectral positions, although limited to the slow-
light regime of the photonic crystal waveguide.
The latter property is due to the strongly disper-
sive behavior of the localization length that is con-
siderably shortened in the slow-light regime. We
tuned the spectral range of Anderson-localized
modes by controlling the amount of disorder.
Even in samples without engineered disorder, in-
trinsic and thus unavoidable imperfections, such
as surface roughness, are sufficient to localize
light (22).

The important cavity figures-of-merit are the
mode volume V and the Q factor. Decreasing V
leads to an enhancement of the electromagnetic
field and thus improves light-matter coupling.
The Q factor is proportional to the cavity storage
time of a photon that needs to be increased for
cavity QED applications. High Q factors ranging
between 3000 and 10,000 are obtained for differ-
ent degrees of disorder (Fig. 2) and are compara-
ble to state-of-the-art values obtained for traditional
photonic crystal nanocavities containing QDs (7).
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